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Abstract Change in the near-surface soil freeze/thaw cycle is critical for assessments of hydrological
activity, ecosystems, and climate change. Previous studies investigated the near-surface soil freeze/thaw
cycle change mostly based on in situ observations and satellite monitoring. Here numerical simulation
method is tested to estimate the long-term change in the near-surface soil freeze/thaw cycle in response to
recent climate warming for its application to predictions. Four simulations are performed at 0.5° × 0.5°
resolution from 1979 to 2009 using the Community Land Model version 4.5, each driven by one of the four
atmospheric forcing data sets (i.e., one default Climate Research Unit-National Centers for Environmental
Prediction [CRUNCEP] and three newly developed Modern Era Retrospective-Analysis for Research and
Applications, Climate Forecast System Reanalysis, and European Centre for Medium-Range Weather
Forecasts Reanalysis Interim). The observations from 299 weather stations in both Russia and China are
employed to validate the simulated results. The results show that all simulations reasonably reproduce the
observed variations in the ground temperature, the freeze start and end dates, and the freeze duration (the
correlation coefficients range from 0.47 to 0.99, and the Nash-Sutcliffe efficiencies range from 0.19 to 0.98).
Part of the simulations also exactly simulate the trends of the ground temperature, the freeze start and end
dates, and the freeze duration. Of the four simulations, the results from the simulation using the CRUNCEP
data set show the best overall agreement with the in situ observations, indicating that the CRUNCEP data set
could be preferentially considered as the basic atmospheric forcing data set for future prediction. The
simulated area-averaged annual freeze duration shortened by 8.03 days on average from 1979 to 2009, with
an uncertainty (one standard deviation) of 0.67 days caused by the different atmospheric forcing data sets.
These results address the performance of numerical model in simulating the long-term changes in the
near-surface soil freeze/thaw cycle and the role of different atmospheric forcing data sets in the simulation,
which are useful for the prediction of future freeze/thaw dynamics.

1. Introduction

Each year, approximately 50% of the Northern Hemisphere land area undergoes a seasonal transition from
predominantly frozen conditions to thawed conditions (Kim et al., 2011). At high northern latitudes, the
near-surface soil freeze/thaw cycle is closely linked to the surface energy budget (Guo et al., 2011a,
2011b), hydrological activity (Rawlins et al., 2005; Wang et al., 2009; Yang et al., 2014), vegetation growing
season length and productivity (Kimball et al., 2004, 2006), land-atmosphere CO2 exchange (Kurganova
et al., 2007; Picard et al., 2005), and global weather patterns (Chen et al., 2014; Li & Chen, 2013; Qin et al.,
2014; Randerson et al., 1999; Wang et al., 2003). The near-surface soil freeze/thaw cycle is sensitive to
climate change (Kim et al., 2012). Recent global warming has resulted in significant changes in the timing
and duration of near-surface soil freezing (Guo & Wang, 2014; Kim et al., 2012; Wang et al., 2015). In turn,
such changes largely affect the hydrological processes, terrestrial ecosystems, and global climate (Cheng
& Wu, 2007; Kim et al., 2012; Qin et al., 2014; Yang et al., 2010; Yi et al., 2011). These impacts require an accu-
rate estimate of the changes in the near-surface soil freeze/thaw cycle, which is a prerequisite for evaluating
the impacts.

In situ observations have widely been used to uncover changes in the near-surface soil freeze/thaw cycle
(Anandhi et al., 2013; Henry, 2008; Menzel et al., 2003; Peng et al., 2016; Sinha & Cherkauer, 2008; Wang
et al., 2015; Zhao et al., 2004). Based on observations from 41 weather stations, Menzel et al. (2003)
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reported that the freeze-free period in Germany was extended by 0.11–0.49 days year�1 from 1951 to 2000.
Using the observations from 31 sites in Canada, Henry (2008) found that annual number of days of soil freez-
ing declined from 1966 to 2004 as a result of the increase in the mean winter air temperature. Anandhi et al.
(2013) analyzed the frost indices at 23 weather stations in Kansas, USA, and found that the last spring freeze
occurred earlier and the first fall freeze occurred later at most stations over their study period. More recently,
using the data from 636 weather stations in China, Wang et al. (2015) found that the freeze duration shor-
tened at a rate of 0.25 ± 0.04 days year�1 from 1956 to 2006 as a result of a delayed freeze start date, at a rate
of 0.10 ± 0.03 days year�1, and earlier freeze end date, at a rate of �0.15 ± 0.02 days year�1. These
observation-based studies report important regional facts of changes in the near-surface freeze/thaw cycle
but are limited for providing independent information on the global scales as a result of the sparse distribu-
tion of global weather station networks, especially at high latitudes and high elevations.

The satellite remote sensing technique can overcome this limitation of observation-based studies and is well
suited for the monitoring of the global near-surface soil freeze/thaw status (Kim et al., 2011, 2012; McDonald
et al., 2004; Smith et al., 2004; Zhang & Armstrong, 2001; Zhang et al., 2003). Using the evidence from micro-
wave remote sensing, McDonald et al. (2004) reported that the spring thaw advanced by approximately
8 days from 1988 to 2001 in the pan-Arctic basin and Alaska. Smith et al. (2004) developed a satellite data-
based technique to identify the timing of the freeze/thaw transitions in the high northern latitude area from
1988 to 2002 and detected earlier spring thaw dates in the tundra and larch biomes in Eurasia and later
autumn freeze dates in the evergreen conifer forests in North America. An advancing spring thaw trend
(0.7 days year�1) and a delaying autumn freeze trend (0.5 days year�1) were also identified on the Tibetan
Plateau by Li et al. (2012) using the Special Sensor Microwave/Imager data. More recently, Kim et al. (2011)
and Kim et al. (2012) developed a global product of the daily landscape freeze/thaw status based on the pas-
sive microwave remote sensing record and found that the annual nonfrozen season increased by
0.19 days year�1 on average from 1979 to 2008 over the Northern Hemisphere as a whole.

Proper simulation of the change in the near-surface soil freeze/thaw cycle is essential for accurately predict-
ing these changes under a warming climate scenario. Previous simulation studies mainly concentrated on
model improvements for more accurate simulation of the soil freeze/thaw cycle over one or several years
(Rawlins et al., 2013; Schaefer et al., 2009; Slater et al., 1998; Yi et al., 2006). The improvements include, for
example, modification of the hydraulic conductivity parameterization (Slater et al., 1998), update of the snow
model (Rawlins et al., 2013), representation of the thermal and hydraulic properties of the soil organic matter
(Schaefer et al., 2009), and deepening of the soil column in the land surface model (Schaefer et al., 2009).
These improvements have significantly advanced model performances of the simulations of the soil annual
freezing and thawing processes. However, how do long-term temporal changes in the near-surface soil
freeze/thaw cycle in the Northern Hemisphere be estimated by numerical models? And to what extent do
the variations in the atmospheric forcing data set affect the estimation of the soil freeze/thaw cycle change?
These questions are closely related to the prediction of future dynamics in the freeze/thaw cycle, but they
have not been well understood.

The objectives of this study are as follows: (1) use the long-term temporal in situ observations to assess the
performance of the numerical model in estimating the changes of the near-surface soil freeze/thaw cycle
in the Northern Hemisphere and (2) examine the impacts of different atmospheric forcing data sets on the
simulation of the near-surface soil freeze/thaw cycle. The latest version of the Community Land Model ver-
sion 4.5 (CLM4.5) was employed in this study. In addition, four atmospheric forcing data sets (one is the
default data set and three others are newly developed data sets) were used for assessing the uncertainties
in the simulated results caused by the atmospheric inputs.

2. Data, Model, Experimental Design, and Methods
2.1. Data

Four atmospheric forcing data sets are used for driving the land surface model, including the Climate
Research Unit-National Centers for Environmental Prediction (CRUNCEP) (Viovy, 2011), the National
Oceanic and Atmospheric Administration Climate Forecast System Reanalysis (CFSR) (Wang et al., 2016),
the European Centre for Medium-Range Weather Forecasts Reanalysis Interim (ERA-I) (Wang et al., 2016),
and the National Aeronautics and Space Administration Modern Era Retrospective-Analysis for Research
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and Applications (MERRA) (Wang et al., 2016) (Table 1). CRUNCEP is a new default data set of the CLM, which
was developed by combining the Climate Research Unit TS3.2 monthly observations (resolution: 0.5° × 0.5°)
(Mitchell & Jones, 2005; Sun, 2017) and the National Centers for Environmental Prediction six-hourly
reanalysis data (resolution: 2.5° × 2.5°) (Fan et al., 2016; Gao, 2017; Kalnay et al., 1996). The data cover a
period of 1901–2010 at a spatial (temporal) resolution of 0.5° × 0.5° (six-hourly). The CRUNCEP data have
been employed to force CLM for studies on various topics such as vegetation growth, evapotranspiration,
permafrost dynamics (Guo & Wang, 2017; Mao et al., 2013; Shi et al., 2013).

The CFSR, ERA-I, and MERRA forcing data sets were developed based on the reanalysis data of CFSR (Saha
et al., 2010), ERA-I (Chen et al., 2017; Dee et al., 2011), and MERRA (Rienecker et al., 2011), respectively.
They have a common period of 1979 to the present and resolution of 0.5° × 0.5° but have different temporal
resolutions at six-hourly (CFSR), three-hourly (ERA-I), and hourly (MERRA). A bilinear interpolationmethod was
employed to yield the air temperature, air pressure, wind speed, specific humidity, and downward shortwave
radiation in the three forcing data sets. A new downscaling method was used to calculate the precipitation to
ensure that the precipitation amount in a specified area remains the same before and after downscaling.
Details for the development of these three data sets can be found in Wang et al. (2016). Observation-based
evaluations showed that the model simulations based on these three forcing data sets performed reasonably
for predicting the soil temperature, soil moisture, runoff, snow, and surface heat fluxes (Guo et al., 2017; Wang
et al., 2016).

The ground temperature observations used to validate the simulated results are derived from the meteoro-
logical stations located in the frozen ground regions in Russia (RGT) and China (CGT). The RGT data cover the
period of 1966–2015, and the data from 112 stations selected from total 495 stations are used in this study for
the model validation because these stations have long-term continuous data for the ground temperature,
fromwhich the freeze start and end dates can be calculated (Figure 1). The temporal resolution of the original
RGT data is three-hourly, which is averaged to daily to identify the soil freeze/thaw status. A strict quality con-
trol procedure was conducted in the postprocessing stage for RGT data, which ensures that the data are reli-
able. These data and more detailed descriptions can be obtained from http://meteo.ru/english/data/.

The daily CGT data are derived from the Data and Information Center, China Meteorological Administration.
The data that we obtained cover the total period of 1951–2008 but are not continuous at many stations. The
data at 187 stations are used for validation of the model in this study, and their locations can be seen in
Figure 1. The CGT data have been checked with a basic logic test and a spatial consistency test for data quality
control. These data are reliable and have been previously used to research the changes in the near-surface
soil freeze/thaw cycle in China (e.g., Wang et al., 2015). Both the RGT and CGT data are measured on the bare
soil surface or snow cover surface. To evaluate the performance of model, the station observations first were
averaged across stations as the regional mean and then they were compared to the simulated results aver-
aged across the corresponding simulation grids.

2.2. Model

The latest version of CLM, CLM4.5 (Oleson et al., 2013), was used in this study, which is an updated version of
CLM4.0. A series of important modifications have been incorporated within CLM since version 3.0 (Lawrence
et al., 2011). These modifications are related to the snow model (Flanner et al., 2007; Wang & Zeng, 2009),

Table 1
Horizontal Resolution of the Four Atmospheric Forcing Data Sets, the Climatology, and the Trend in the Surface Air Temperature and Ground Temperature From the
Simulations Based on the Four Atmospheric Forcing Data Sets

Forcing
data set

Resolution
(°lon × °lat)

Mean annual surface air temperature (°C) Mean annual ground temperature (°C)

Climatology (1981–2000) Trend (per decade, 1979–2009) Climatology (1981–2000) Trend (per decade, 1979–2009)

CFSR 0.5° × 0.5° �2.09 0.44 �4.86 0.42
ERA-Interim 0.5° × 0.5° �2.06 0.42 �4.44 0.42
MERRA 0.5° × 0.5° �1.96 0.42 �3.78 0.42
CRUNCEP 0.5° × 0.5° �2.82 0.40 �5.16 0.43

Note. All variables are mean values that are averaged in the simulated present-day (1981–2000) regions of permafrost and seasonally frozen ground shown in
Figure 1.

Journal of Geophysical Research: Atmospheres 10.1002/2017JD028097

GUO ET AL. 3

http://meteo.ru/english/data/


carbon-nitrogen biogeochemical model (Thornton et al., 2009; Xie et al.,
2016), land surface types data set (Lawrence & Chase, 2007), urbanmodel
(Oleson et al., 2008), transient land cover and land use change (Lawrence
& Chase, 2010), and soil model (Lawrence et al., 2012). The improvements
relevant to the frozen ground consist of an explicit description of soil
freezing and thawing processes (Oleson et al., 2013), a revised numerical
solution of the Richards equation to update the hydrology scheme (Zeng
& Decker, 2009), an advanced representation of the thermal and hydrau-
lic properties of soil organic matter to reduce the simulated warm bias
(Nicolsky et al., 2007), the deepening (15 layers, ~50m) of the soil column
to represent the thermal inertia from the cold deep permafrost (Alexeev
et al., 2007), and an update of the cold region hydrological processes for
moderating the simulated dry surface organic soil (Swenson et al., 2012).
The soil freezing begins as the soil temperature < 0 °C and soil liquid
water > the maximum unfrozen water content, while the soil thawing
begins as the soil temperature > 0 °C and the soil ice content > 0. A
freezing-point depression equation was employed to compute the max-
imum soil unfrozen water content to permit the coexistence of liquid
water and ice over a certain range of soil temperature < 0 °C (Niu &
Yang, 2006). These improvements have been demonstrated to be much
conducive to the model’s simulation of frozen ground conditions (Koven
et al., 2013; Lawrence et al., 2012). The model has been widely employed
to study soil water and heat processes and permafrost dynamics (Gao
et al., 2016; Guo & Wang, 2013; Lawrence et al., 2012; Luo et al., 2017;
Wang et al., 2016).

2.3. Experimental Design

Four simulation experiments were carried out using CLM4.5, each driven by one of the forcing data sets:
CFSR, ERA-I, MERRA, and CRUNCEP. The atmospheric inputs required by CLM4.5 include the air temperature,
precipitation, air pressure, wind speed, specific humidity, and downward shortwave radiation. The default
surface and soil texture data sets in CLM4.5 were used in this study. The four simulations were carried out
on a global scale at a spatial resolution of 0.5° × 0.5°, with a simulation period from 1979 to 2009. The daily
step was set as the temporal resolution of the model output.

For model initialization, the model was cyclically spun up for 100 years with the CRUNCEP forcing data set in
1979. Using the final model state as the initial conditions, the model was then cyclically run for 30, 30, 40, and
0 years with the CFSR, ERA-I, MERRA, and CRUNCEP forcing data sets in 1979, respectively. The interannual
variations in the ground temperature were smaller than 0.002 °C at the end of all these initialization runs, indi-
cating the model arriving at the stabilization state. The final state of each initialization run was saved and
taken as the new initial conditions for performing the corresponding transient simulation from 1979 to 2009.

2.4. Methods

Similar to the works of Guo and Wang (2014) and Wang et al. (2015), three variables (freeze start date,
freeze end date, and freeze duration) were used to express the changes in the soil freeze/thaw cycle.
The near-surface freeze start (end) date was identified as the date (Julian date) when the daily ground
temperature transited from above (below) 0 °C to below (above) 0 °C. To avoid the impact of the random
changes in the ground temperature on the identification of the freeze start and end dates, it was
assumed that if three consecutive days met the criteria that the ground temperature was below (above)
0 °C, the first day of these three consecutive days was identified as the freeze start (end) date (Guo et al.,
2011b; Guo & Wang, 2014). The freeze duration was calculated as days between freeze start date and
freeze end date within a calendar year.

The Nash-Sutcliffe efficiency (NSE) (Nash & Sutcliffe, 1970), temporal correlation coefficient, and linear trend
were used to quantitatively assess the level of agreement between the simulations and observations. The
NSE is calculated as

Figure 1. Distribution of the weather stations used to validate the model. The
extents of the different ground states, which create the base map, are derived
from CLM4.5 and driven by the default CRUNCEP forcing dataset. The blue (red)
circles represent the weather stations in Russia (China).
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NSE ¼ 1

PT
t¼1 Qobs � Qsimð Þ2

PT
t¼1 Qobs � Qobsð Þ2

where Qobs denotes observations, Qsim denotes simulations, and T denotes the total number of samples.

The NSE expresses how closely the plot of the simulated and observed values fits the 1:1 line, which is sensi-
tive to the outliers. The NSE has a range of �∞ to 1; the simulated values are more accurate when the NSE
statistic is closer to 1. In addition to the NSE, the temporal correlation coefficient is also used to separately
assess the similarities of temporal variations in the simulated and observed results. The linear trend is taken
as the slope of the linear fit that is calculated based on the least squares regression (Guo & Wang, 2012; Guo
et al., 2018; Zhou et al., 2016; Qin et al., 2009), and its statistical significance is assessed using the Student’s
t test.

3. Results
3.1. Validation of the Models

The simulated variations in the ground temperature from the four simulations fit closely to the respective
observations (Figures 2a and 2b). Across the four simulations and two countries, the NSEs are between

Figure 2. Comparison of the simulated changes (1981–2005) in (a and b) ground temperature, (c and d) freeze start date, (e and f) freeze end date, and (g and h)
freeze duration of the CFSR, ERA-I, MERRA, and CRUNCEP data sets with the observational results in Russia (a, c, e, and g) and in China (b, d, f, and h), relative to
the 1981–2000 data. The dashed lines represent regression lines of the corresponding time series. The linear trends (trend) and standard deviation (SD) in the
simulated and observed results are given at the top of each panel.
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0.67 and 0.98, and temporal correlation coefficients are between 0.85 and 0.99 (Table 2). Part of the four
simulations also replicate the observed trend in the ground temperature. The ERA-I- and CRUNCEP-based
simulations produce the same trend of 0.30 °C decade�1, which is equal to that of the observations in
Russia. The CFSR- and CRUNCEP-based simulations also produce trends of 0.49 and 0.48 °C decade�1, which
are close to, but slightly lower than, the observational ground temperature trend (0.59 °C decade�1) in China.
The differences in the performances of the four simulations are related to different atmospheric forcing data
sets used to drive the model.

The simulated variations in the near-surface soil freeze start date, freeze end date, and freeze duration from
the four simulations also agree well with the respective observational variations, but the performances are
weaker than those of the simulated ground temperature (Figures 2a–2h). For the freeze start date, across
the four simulations and two countries, the NSEs are between 0.19 and 0.87, and the temporal correlation
coefficients are between 0.47 and 0.93 (Table 2). The CRUNCEP-based simulation produces trends of 1.27
(Russia) and 1.39 days decade�1 (China), which are comparable with the observed trends of 2.23 (Russia)
and 1.56 days decade�1 (China). For the freeze end date, the NSEs are between 0.49 and 0.89, and the tem-
poral correlation coefficients are between 0.71 and 0.95 across the four simulations and two countries
(Table 2). The MERRA-based simulation produces the equivalent trend (�0.24 day decade�1) to the observed
trend in Russia, and the CRUNCEP-based simulation produces a close to but slightly larger trend
(�3.40 days decade�1) than that (�3.57 days decade�1) in the observational data from China. The NSE
and temporal correlation coefficient regarding the freeze duration range from 0.56 to 0.88 and from 0.77
to 0.94, respectively, across the four simulations and two countries (Table 2). The CRUNCEP-based simulation
produces close to but larger trends in the freeze duration than those of the observations in both countries.

Notably, the performances of four simulations are close to each other. Overall, the CRUNCEP-based simula-
tion’s performance is relatively superior to the other three simulations in terms of correlation coefficient
and NSE between simulated and observed results shown in Table 2. This means that the CRUNCEP forcing
data sets can be preferentially selected as the basic atmospheric forcing data set for future application, that
is, prediction.

It is noted that the simulation performance of the model for predicting the variations in the freeze/thaw cycle
is more accurate in China than in Russia, according to our validation (Table 2). The reason might be related to
the uncertainties in snow simulation, which is discussed in the section 4. More snowmay bring larger simula-
tion biases in Russia relative to China. It should be mentioned that our validation only focuses on the regions
in Eurasia, not including North American due to the unavailability of observations there. Thus, there is no
direct evidence assessing the accuracy of the simulated results in North American. Because the same model
and atmospheric forcing data sets are used in these two regions, the validation in Eurasia could give an indi-
cation to the accuracy of simulated results in North American. This indication may be limited because the
same model or atmospheric forcing data set may have different performances in different regions.

3.2. Changes in the Near-Surface Soil Freeze/Thaw Cycle

The four simulations produce similar spatial patterns of the trends in the simulated near-surface soil freeze
start date, with an exception that CRUNCEP-based simulation shows larger trends in the eastern part of
Siberia, Russia (Figures 3a–3d). The similarities are not surprised because the validated performances are

Table 2
Statistics of the Similarities Between the Simulated and Observed Changes in the Ground Temperature and Near-Surface Soil Freeze/Thaw Cyclea

Index

Change in ground
temperature (°C)
(1979–2009) CFSR,

ERA-I, MERRA, CRUNCEP

Change in near-surface soil freeze/thaw cycle (m) (1979–2009)

Freeze start date CFSR, ERA-I,
MERRA, CRUNCEP

Freeze end date CFSR, ERA-I,
MERRA, CRUNCEP

Freeze duration CFSR, ERA-I,
MERRA, CRUNCEP

Correlation coefficient (Russia) 0.98, 0.99, 0.98, 0.99 0.57, 0.64, 0.47, 0.66 0.72, 0.71, 0.76, 0.81 0.79, 0.78, 0.77, 0.82
Nash-Sutcliffe efficiency (Russia) 0.96, 0.98, 0.96, 0.98 0.31, 0.40, 0.19, 0.43 0.51, 0.49, 0.53, 0.58 0.61, 0.58, 0.56, 0.60
Correlation coefficient (China) 0.93, 0.88, 0.85, 0.97 0.93, 0.92, 0.87, 0.92 0.90, 0.92, 0.92, 0.95 0.91, 0.91, 0.90, 0.94
Nash-Sutcliffe efficiency (China) 0.87, 0.69, 0.67, 0.94 0.87, 0.85, 0.74, 0.84 0.82, 0.83, 0.82, 0.89 0.83, 0.79, 0.79, 0.88

Note. The four simulations are based on the CFSR, ERA-I, MERRA, and CRUNCEP data sets.
aAll correlation coefficients with the statistically significance of 95%.
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close to each other for the four simulations (Table 2). The majority of the regions show delaying (positive)
trends in the freeze start date, except for some regions, such as the western Canada and the Tibetan
Plateau and its adjacent areas, where advancing (negative) trends are present. Among the four simulations,
the CRUNCEP-based simulation has the greatest area-averaged trend of 1.63 (spatial standard deviation
[SSD]: 1.47) days decade�1, followed by CFSR-based simulation (1.34 [SSD: 1.65] days decade�1), ERA-I-based
simulation (1.21 [SSD: 1.59] days decade�1), and MERRA-based simulation (1.20 [SSD: 1.44] days decade�1).

For the near-surface soil freeze end date, the four simulations consistently show that majority of the regions
have advancing trends; however, delaying trends are present in some regions, such as western and central
Canada, the Labrador Plateau in Canada, and the East European Plain (Figures 4a–4d). Different from the
other three simulations, the CFSR-based simulation also shows additional regions with distinctly delaying
trends in the eastern part of Siberia, Russia (Figure 4a). The simulated freeze end date mostly occurs in
May and June in the eastern part of Siberia, Russia (not shown). The CFSR air temperature shows cooling
or weak warming from 1979 to 2009 in the eastern part of Siberia, Russia, whereas the ERA-I, MERRA, and
CRUNCEP air temperatures show significant warming in those locations (not shown). Thus, different changes
in air temperature are responsible for the inconsistent freeze end date trends in the eastern part of Siberia,
Russia, among the four simulations. The four simulations have area-averaged trends of �0.90 (SSD: 2.91)
(CFSR), �1.43 (SSD: 1.85) (ERA-I), �1.45 (SSD: 1.82) (MERRA), and �1.20 (SSD: 1.93)

Figure 3. Spatial distribution of the trend (day decade�1) in the simulated near-surface soil freeze start date from the simulations based on the (a) CFSR, (b) ERA-I,
(c) MERRA, and (d) CRUNCEP data sets from 1979 to 2009. The gray grids represent the places where the near-surface soil never thaws over the course of at least 1 year
between 1979 and 2009. These gray grids are not considered when the area-averaged values are calculated. Areas with significance level exceeding 95% are denoted
with “plus” sign. The area-averaged (average) trends and spatial standard deviation (SSD) of the trends are given in the bottom right corner of panels (a), (b), (c), and (d).
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(CRUNCEP) days decade�1. The small area-averaged advancing trend of CFSR-based simulation results from
the evident delaying trends in the eastern part of Siberia, Russia, and the western and central Canada.

The spatial patterns of the near-surface soil freeze duration are largely similar to those of the freeze end date
(Figure 5). The majority of the regions show a shortening freeze duration, leaving some regions such as wes-
tern and central Canada and the East European Plain with extending duration trends. In addition, only CFSR-
based simulation shows apparent extending duration trends in the eastern part of Siberia, Russia among the
four simulations. These similarities indicate that the changes in the freeze duration are mostly related to the
changes in the freeze end date relative to the freeze start date.

The area-averaged trends of the near-surface soil freeze duration are �2.24 (SSD: 3.69), �2.64 (SSD: 2.52),
�2.65 (SSD: 2.43), and �2.83 (SSD: 2.53) days decade�1 for the CFSR-, ERA-I-, MERRA-, and CRUNCEP-based
simulations, respectively (Figure 5). For the ERA-I- and MERRA-based simulations, the area-averaged earlier
trends in the freeze end date are greater than the later trends in the freeze start date (Figures 3 and 4), which
indicates that the freeze end date contributes the more to the area-averaged shortening of the freeze dura-
tion. In contrast, for the CFSR- and CRUNCEP-based simulations, the greater delay in the freeze end date in
western and central Canada and the eastern part of Siberia, Russia, causes the area-averaged advance in
the freeze end date to be less influential on the area-averaged shortening freeze duration than the delay
in the freeze start date.

The four simulations show very similar interannual variations in all the three variables with respect to the soil
freeze/thaw cycle during the period 1979–2009 (Figure 6). For the period from 1979 to 2009, the freeze start

Figure 4. Similar to Figure 3 but for the near-surface soil freeze end date.
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date delayed by a range of 3.72–5.05 days, with one standard deviation of 0.54 days across the four
simulations (Table 3). In contrast, the freeze end date advanced by a range of 2.79–4.50 days, with one
standard deviation of 0.69 days across the four simulations. The delay in the freeze start date combined
with the advance in the freeze end date results in a shortening of the freeze duration by a range of
6.94–8.77 days, with one standard deviation of 0.67 days across the four simulations.

3.3. Relation of the Change in the Freeze Duration With Latitude and Air Temperature

Of the four simulations, the simulations based on CFSR, MERRA, and CRUNCEP show that the shortening
trend in the freeze duration generally weakens with increasing latitude, from 27.75°N to 75.25°N, whereas
the ERA-I-based simulation shows a slight strengthening in the shortening trend of the freeze duration
(Figure 7). Specifically, the four simulations show that the shortening trend in the freeze duration first consis-
tently weakens with increasing latitude, from 27.75°N to about 36.75°N, and then strengthens with increasing
latitude, from about 36.75°N to 47.25°N. With latitude increasing from about 47.25°N to 67.75°N, the shorten-
ing trend steadily weakens and then strengthens with a further increase in latitude, until the 75.25°N; how-
ever, the CFSR-based simulation shows a weakening shortening trend and changes to an extending trend
with increasing latitude, from about 67.75°N to 75.25°N. This exception is mainly caused by the CFSR-based
simulation producing the extending trends in the eastern part of Siberia, Russia (Figure 5a).

The relationship between freeze duration and seasonal air temperature changes is quantitatively analyzed in
terms of CRUNCEP-based simulation (Figure 8). The freeze duration shows a significantly negative correlation

Figure 5. Similar to Figure 3 but for the near-surface soil freeze duration.
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with air temperature change in almost all study areas in spring and
autumn. For comparison, this correlation is distinctly weak and insig-
nificant in summer and winter. This is consistent with our general
knowledge that the freeze start and end dates are mostly related to
air temperatures in autumn and spring. Differently, in the northern
Canada, the freeze duration is significantly correlated with air tem-
perature in summer. This is because freeze end date in the northern
Canada occurs in summer rather than in spring (not shown). It should
be noted that the correlations between the freeze duration and air
temperature are more significant in spring than in autumn. This indi-
cates that the spring change in the air temperature is more responsi-
ble for the shortening of the freeze duration than that in autumn.

4. Discussions

Numerical model was used to simulate the past long-term changes in
the near-surface soil freeze/thaw cycle, with a possible application for
predicting future changes. The land surface model of CLM4.5 was
employed in this study. The multiple reanalysis-based forcing data
sets were used for evaluating the uncertainties in the simulated
results from different forcing data sets. In situ observations from 112
weather stations in Russia and 187 weather stations in China were
used to validate the simulated results at higher and lower latitudes,
respectively. The results show that the simulated changes in the
ground temperature, the freeze start and end dates, and the freeze
duration agree closely with the observations. This indicates that the
numerical simulation is well suited for estimates of the long-term
changes in the near-surface soil freeze/thaw cycle.

The simulated results are comparable with those from satellite moni-
toring and measurements. The previous results using a satellite
remote sensing method show an earlier spring thawing at a rate of
�1.50 days decade�1 and a decreasing annual freeze duration at a
rate of �1.90 days decade�1 in the Northern Hemisphere from 1979

to 2008 (Kim et al., 2012), and a mean advance of �1.2 days decade�1 in the spring first leaf date in the
Northern Hemisphere from 1955 to 2002 (Schwartz et al., 2006). As a comparison, our simulated freeze end
date advances by �1.25 ± 0.22 days decade�1 and freeze duration shortens at �2.59 ± 0.22 days decade�1

from 1979 to 2009. Previous observation-based studies also showed a similar advance (�1.46 days decade�1)
in the spring thawing and delay (1.20 days decade�1) in the autumn freezing date in the land area of the
Northern Hemisphere from 1960 to 2009 (Burrows et al., 2011), and decrease (�2.50 ± 0.04 days decade�1)
in the near-surface freeze duration in China from 1956 to 2006 (Wang et al., 2015).

In addition to the different atmospheric forcing data sets, snow simulations may be another source of uncer-
tainty in the simulated results. The seasonal snow cover has significant influence on the ground thermal
regime (Zhang, 2005). Although the snow model in CLM4.5 has had many modifications (Lawrence et al.,

Figure 6. The temporal changes in the area-averaged freeze start date (a), freeze
end date (b), and freeze duration (c) from the simulations based on the CFSR,
ERA-I, MERRA, and CRUNCEP data sets from 1979 to 2009, relative to the 1981–2000
data. The shaded areas in the three panels represent one standard deviation
across the results of the simulations based on the four atmospheric forcing data
sets.

Table 3
Present-Day Climatology, Trend, and Change for the Ground Temperature, Freeze Start Date, Freeze End Date, and Freeze Durationa

Variable Present day (1981–2000) Trend in 1979–2009 (per decade) Change in 1979–2009

Ground temperature (°C) �4.56 ± 0.51 0.42 ± 0.002 1.31 ± 0.007
Freeze start date (day) 285.98 ± 0.41 1.35 ± 0.17 4.17 ± 0.54
Freeze end date (day) 124.46 ± 2.17 �1.25 ± 0.22 �3.86 ± 0.69
Freeze duration (day) 203.48 ± 2.24 �2.59 ± 0.22 �8.03 ± 0.67

aThe range of uncertainty is one standard deviation across the results of the simulations based on the four atmospheric forcing data sets.
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2011), deficiencies of snow process parameterization still exist in the
model. For example, when the total precipitation is inputted, the
model separates snowfall and rainfall according to an empirical for-
mulation based on the air temperature, which may introduce some
biases in the simulation of the snow cover. When the observed snow
depth and satellite snow cover were used to evaluate the simulation
results from CLM4.0, it was found that the snow depth was underesti-
mated and early snowmelt was predicted (Toure et al., 2016). Wang
et al. (2016) also found that the CLM4.5-simulated snow water equiva-
lent peaked much earlier than observed in eastern Siberia and the
western United States. The biases in the simulated timing of snow
melting may affect model estimates of the near-surface soil freeze
end date and contribute to uncertainties in the results.

This study shows that the shortening of the soil freeze duration statis-
tically significantly correlates with air temperature in spring and
autumn. Smith et al. (2004) also found that the thaw (freeze) timing
was negatively (positively) correlated with spring (autumn) air

Figure 7. (a) Change of the latitudinal mean trend in the freeze duration from
1979 to 2009 with increasing latitudes and (b) the number of simulation grids
for the latitudinal mean in each latitude bin. The shaded areas represent one
standard deviation across the results of the simulations based on four atmo-
spheric forcing data sets.

Figure 8. Spatial distribution of the temporal correlation coefficients between the near-surface soil freeze duration and the surface air temperature from the simula-
tion based on the CRUNCEP data set in (a) spring, (b) summer, (c) autumn, and (d) winter from 1979 to 2009. Areas with significance level exceeding 95% are denoted
with “plus” sign. The area-averaged values are given in the bottom right corner of panels (a), (b), (c), and (d).
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temperature in the high northern latitude land areas. This study further shows that the spring air temperature
is the dominant factor influencing the freeze duration in terms of CRUNCEP-based simulation, relative to the
autumn air temperature. In addition, it is indicated that substantial heat islands, which are a result of urbani-
zation, contribute to the change in the near-surface soil freeze (Wang et al., 2015). Besides, it is found that
both the winter North Atlantic Oscillation and the February Arctic Oscillation correspond to the near-surface
soil freeze duration due to their effect on the surface air temperature (Wang et al., 2015). More factors asso-
ciated with changes in the near-surface soil freeze/thaw cycle require further research in the future.

5. Conclusions

The changes in the near-surface soil freeze/thaw cycle from 1979 to 2009 were simulated using CLM4.5,
driven by four reanalysis-based atmospheric forcing data sets. The simulated long-term temporal changes
in the near-surface soil temperature, freeze start date, freeze end date, and freeze duration are validated to
be in close agreement with the observational data; the temporal correlation coefficients are between 0.47
and 0.99, and the NSEs are between 0.19 and 0.98. The linear trends in these four freeze/thaw cycle variables
can also be captured by parts of the four simulations. It is found that the simulated results are more reason-
able in China, at lower latitudes, than those in Russia, at higher latitudes. Overall, among the four simulations,
the CRUNCEP-based simulation produces the results that are the most similar to the observational data. We
therefore suggest that the CRUNCEP data set can be preferentially considered as the basic atmospheric
forcing data set for future prediction.

The simulated freeze start date was averagely delayed by 4.17 days over the four simulations, whereas the
freeze end date was averagely advanced by 3.86 days. The delay in the freeze start date, which was combined
with the advance in the freeze end date, resulted in an average shortening of the freeze duration of 8.03 days
from 1979 to 2009. The different atmospheric forcing data sets result in uncertainties (one standard devia-
tion) of 0.54, 0.69, and 0.67 days in the changes in freeze start date, freeze end date, and freeze
duration, respectively.

These results give an insight into how well numerical model is used to estimate the long-term changes of the
near-surface soil freeze/thaw cycle, which are considered to be useful for prediction of future freeze/thaw
dynamics. The simulated changes in the timing and duration of the soil freeze are comparable to those from
both the in situ observations and satellite remote sensing monitoring. Atmospheric forcing data sets and
snow simulations contribute to the uncertainties in the simulated results. Historically, research on long-term
changes in the soil freeze/thaw cycle has moved from direct measurements at the local scale in some coun-
tries (Anandhi et al., 2013; Henry, 2008; Menzel et al., 2003; Wang et al., 2015), to monitoring with satellite
remote sensing on the regional and global scales (Kim et al., 2012; McDonald et al., 2004; Smith et al.,
2004; Zhang et al., 2003). The present study performed a numerical simulation of the change in the timing
and duration of the annual soil freeze in the Northern Hemisphere from 1979 to 2009. Continued work is
planned that will predict the future near-surface soil free/thaw cycle dynamics using the CLM driven by cli-
matology from reanalysis-based climatology combined with anomalies from the climate models of the fifth
phase of the Coupled Model Intercomparison Project.
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